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Abstract. We propose a sound and complete axiomatisation of a class of
graphs with nesting and either locally or globally restricted nodes. Such
graphs allow to represent explicitly and at the right level of abstraction
some relevant topological and logical features of models and systems,
including nesting, hierarchies, sharing of resources, and pointers or links.
We also provide an encoding of the proposed algebra into terms of a
gs-monoidal theory, and through these into a suitable class of “well-
scoped” term graphs, showing that this encoding is sound and complete
with respect to the axioms of the algebra.

1 Introduction

The use of graphs or diagrams of various kinds is pervasive in Computer Science,
as they are very handy for describing in a two-dimensional space the logical
or topological structure of systems, models, states, behaviours, computations,
and several other entities of interest; the reader might be familiar, for example,
with the graphical presentations of entity-relationship diagrams, of finite state
automata, of static and behavioural UML diagrams (like class, message sequence
and state diagrams), of computational formalisms like Petri nets, and so on.

The advantage of using graphs or diagrams, rather than a linear syntax based
on terms or strings, lies in the fact that graphs can represent in a direct way
relevant topological features of the systems/models they describe, including nest-
ing, hierarchies, sharing of structures, and pointers or links, among others, mak-
ing such features easily understandable also to non-specialists. In several cases
graphs provide a representation of models or systems at the “right” level of
abstraction: often a single graph corresponds to an equivalence class of terms,
up to an axiomatic specification equating systems considered as topologically
indistinguishable. Furthermore, as drawings are always understood “up to iso-
morphism”, if the concrete identities of certain syntactical entities are irrelevant
(for example, the name of the states of a finite state automata), it is sufficient
to avoid depicting them in the drawing (a state is uniquely identified by the
graphical components it is represented with).
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Another interesting case where a graphical syntax allows one to get rid of
irrelevant information from the linear syntax is the representation of terms or
formulæ of languages with binding operators (like first-order formulæ with quan-
tifiers, λ-terms with abstractions, terms of process calculi with name restriction
operators, among others). In all such cases, the classical linear syntax actually
considers terms up to α-conversion (i.e., non-capturing renaming of bound vari-
ables or names): a graphical syntax can easily handle this, by representing a
bound variable/name with an unlabelled node and references to it with edges.

Unfortunately, though, graphical representations are much more difficult to
handle and to analyse than linear ones. In general, a graphical model needs to
be encoded into a linear syntax, in order to exploit tools like theorem provers
or model checkers to verify certain properties on it. Typically, a linear syntax
can be defined by introducing an equational signature, whose operator symbols
are interpreted as operations on graphs and where the axioms formalise suit-
able properties of these operators: then the terms of the initial algebra can be
interpreted as graphs.

In this paper we are concerned with graphical notations that treat as first-class
citizens the sharing of possibly bound names as sketched above, as well as the
nesting of structures, a feature emerging as a recurrent pattern in the conceptual
modelling of systems: on the informatics side, one may think of file systems,
composite diagrams, networks, sessions, transactions, locations, structured state
machines, or even XML documents, among others; or one may consider natural
models of computations, like those arising in bioinformatics, equating nesting
with the presence of membranes for molecules in chemical compounds.

As a main contribution, we introduce in Section 2 a visual modelling frame-
work suited for representing systems exhibiting nesting of structures and sharing
of atomic, named resources, as well as both local and global restriction. This
framework consists not only of a class of hierarchical graphs, called NR-graphs,
which allow to represent such systems in a direct, intuitive way, but also of a
standard algebraic presentation, made of a signature and a set of axioms, defin-
ing the algebra of graphs with nesting, called AGN. The two components are
related by a formal result stating that the proposed axiomatisation is sound and
complete, i.e., that equivalence classes of terms of the algebra are in bijective
correspondence with NR-graphs taken up to isomorphism: this relationship is
represented by the top horizontal arrow of the next diagram.

AGN(S, B)/≡A� �

Sec. 4
��

�� �� NR-Graphs over (S, B)� �

Sec. 5
��

GS(Σ•
B) ��

[10]
�� Term Graphs over Σ•

B

This result is not proved directly, but it is obtained, indirectly, by relating the
newly introduced framework of NR-graphs to the well-developed theory of term
graphs. Roughly, term graphs, presented in Section 3, are directed acyclic graphs
over a signature Σ, and they intuitively represent “terms with shared sub-terms”
over Σ: therefore they are inherently simpler than our NR-graphs (they feature
neither nesting nor restriction). An algebraic, equational characterisation of term
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graphs was proposed in [10] exploiting the so-called gs-monoidal theories: it is
analogous to the characterisation of terms built over a signature Σ as arrows
of a cartesian category, the Lawvere theory of Σ, freely generated from the
signature. The bijective correspondence between term graphs and equivalence
classes of gs-monoidal terms is represented by the bottom arrow of the above
diagram.

To relate the two formalisms, we first present in Section 4 an encoding of
the terms of the algebra AGN into terms of the gs-monoidal theory (the left
vertical arrow above): this translation is shown to be sound and complete, i.e.,
two terms are mapped to equivalent gs-monoidal terms if and only if they are
equivalent. Intuitively, this is possible because the nesting of nodes and edges
is encoded faithfully by exploiting a new sort of the signature of term graphs,
introduced to represent locations ; furthermore, global and local restriction are
represented with suitable operators. Next in Section 5 we show that there is a
bijective correspondence between NR-graphs and “well-scoped” term graphs (the
right vertical arrow above): through the composition of this bijection with the
encoding of AGN terms as gs-monoidal terms we obtain the bijection between
the terms of the algebra and NR-graphs.

The bridge between the theories of graphs with nesting and of term graphs
established by the proposed encoding can be used to exploit in the newly intro-
duced framework the rich theory and pragmatics developed for term graphs and
term graph rewriting along the years: we sketch some possible developments in
Section 6. We conclude by reviewing some relevant related works in Section 7
and by proposing some topics of future research in Section 8.

2 An Algebra for Graphs with Nesting and Restrictions

Many notions of hierarchically structured graphs were proposed in the literature
(see Section 7), mostly defined set-theoretically as (hyper-)graphs whose nodes
and edges can be related to other graphs (e.g., by suitable containment mor-
phisms or adjacency relations). Rarely such graphs come equipped with a handy
syntax for representing and manipulating them algebraically, a topic on which
we recently made some progress, building on previously developed notations like
CHARM [11] and other syntactic formalisms for representing plain graphs with
interfaces [14]. We have been also influenced by the notation used in nominal
calculi.

In the present section we introduce the graphs with nesting and restriction,
briefly NR-graphs, as well as an equational axiomatisation for them: the main re-
sult states that equivalence classes of terms of the algebra modulo the axioms are
in bijective correspondence with isomorphism classes of graphs. The hierarchi-
cal graphs we present are based on the following rationale: 1) for flexibility and
visual expressiveness we prefer to deal with hyper-graphs instead of ordinary
two-ended arcs; 2) nesting is seen according to a classical boxes-within-boxes
scheme and applied to edges, while nodes are seen mainly as attaching points
without further containment; 3) nodes can be localised within a single edge, in
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which case they are made private and not visible “outside”; 4) nodes can also
be globally available to allow connections across the nesting hierarchy.

2.1 Graphs with Nesting and Restriction

Let us introduce some formal notation. Given a set M we denote by M∗ the
free monoid over M , i.e., the set of finite lists of elements drawn from M , often
denoted by an over-lined letter. The unit of M∗ is denoted by ε. Depending
on the context, we can find it more convenient to denote concatenation just by
juxtaposition (like in e = e1e2...en) or with commas (like in e = e1, e2, ..., en).
Given a list e we denote by e|i its i-th element and by |e| the underlying set of
list elements. For an ordinal n, we write n for the set {1, . . . , n}. We overload
# to denote both the length of a list and the cardinality of a set. We use the
symbol � for the disjoint union of sets. We write s ∈ e as a shorthand for s ∈ |e|.
If f : A → B is a function, we denote by f∗ its obvious monoidal extension
f∗ : A∗ → B∗ and by f itself the power-set extension f : 2A → 2B.

All along this section, let S be a set of sorts, B be a ranked set of box labels
with rnk(b) ∈ S∗ for all b ∈ B, and X be a countable set of names. A node is
a pair x : s ∈ X × S, and the operator τ : (X × S)∗ → S∗ applied to a list of
nodes returns the list of their sorts. Note that nodes with the same name but
with different sorts are kept distinct, e.g., x : s1 �= x : s2 if s1 �= s2.

We introduce now the formal definition of our hierarchical graphs. We define
the set NR-Graph of graphs with nesting and restriction and, for a set X of
nodes, the set NR-Graph[X ] of such graphs with external nodes X .

Definition 1 (NR-graphs). An NR-graph G ∈ NR-Graph is a tuple G =
〈FN, GR, H〉, where FN is a set of free nodes, GR is a set of globally restricted
nodes with FN ∩ GR = ∅, and H ∈ NR-Graph[FN ∪ GR]. The set of global
nodes of G is given by FN ∪ GR.

An NR-graph H with external nodes X, H ∈ NR-Graph[X ], is a tuple
H = 〈LR, E, l, c, ρ〉, where LR is a set of locally restricted nodes (satisfying
LR ∩ X = ∅), E is a set of (hyper-)edges, l : E → B labels each edge with
an element of B, c : E → (X ∪ LR)∗ is the connection function (satisfying
τ(c(e)) = rnk(l(e)) for all e ∈ E), and ρ : E → NR-Graph[X ∪LR] maps each
edge to a graph nested within it.

The depth of an NR-graph with external nodes H = 〈LR, E, l, c, ρ〉 is 0 if E is
empty, and depth(H) = 1 + maxe∈E{depth(ρ(e))} otherwise. The depth of an
NR-graph G = 〈FN, GR, H〉 is the depth of H . We will consider only graphs of
finite depth and with finite sets of edges and nodes.

Figure 1 shows a sample NR-graph of depth 3 which represents a network
system comprising different subnets (net-labelled edges) and workstations (st)
connected through links according to different patterns: each subnet has a sin-
gle access point, while each workstation is attached to two connection hubs (s-
labelled nodes). The top level of the graph is defined as G = 〈{x : s}, {y : s}, H0〉,
with H0 = 〈∅, {e}, {e �→ net}, {e �→ y}, {e �→ H1}〉. G and H0 define the global
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Fig. 1. A sample NR-graph, called G

nodes and the outer net-labelled edge, while H1, which is going to be defined
immediately below, represents the graph internal to edge e.

Note that the global nodes are depicted, with a round shape, at the top of
the graph, as conceptually they do not pertain to any particular location. Also
the name is depicted for free nodes (only x : s, in this case), but not for globally
restricted nodes (like y). All nodes are sorted: the sort is indicated by the inside
label, and in this example all nodes have the same sort s, therefore sometimes
we will omit it. Here is part of the definition of graph H1:

〈{z1, z2, z3}, {f1, f2, f3, f4, f5}, {f1 �→ st, . . .}, {f1 �→ x · y, . . .}, {f1 �→ ∅NR, . . .}〉

For the sake of brevity, we omit the rest of the definition of the NR-graph, but it
should be clear from the drawing. H1 has three locally restricted nodes, that are
depicted as diamonds: they are private to the immediately enclosing edge e and
cannot be referenced from the outside, but they can be shared by the subgraphs
nested within the edge. H1 also contains five edges: f1 is the one labelled by
st, connected to the two global nodes, and not containing anything, which is
represented by ρ(f1) = ∅NR (∅NR is the empty NR-graph). Notice that edges
are represented as ranked boxes, possibly nested, with a label in the upper-right
corner. The rank information consists of the list of sorted tentacles attached to
the box (where the sort of the tentacle is the sort of the node it is attached
to). The ordering of the tentacles is left implicit by counting in clockwise order,
starting from the leftmost tentacle. Nesting of edges and nodes within other
edges is given by spatial containment.

Actually, Fig. 1 does not show precisely the above defined NR-graph G, but
rather its isomorphism class, according to the definition that follows.

Definition 2 (NR-Graph isomorphism). Let G = 〈FN, GR, H〉 and G′ =
〈FN ′, GR′, H ′〉 be two NR-graphs. We say that G and G′ are isomorphic, written
G ∼= G′, if FN = FN ′, there is an isomorphism φ : FN∪GR → FN ′∪GR′ such
that φ(x) = x for all x ∈ FN , and H is φ-isomorphic to H ′, written H ∼=φ H ′.

Let X and X ′ be two sets of nodes, and φ : X → X ′ be an isomorphism. Fur-
thermore, let H =〈LR, E, l, c, ρ〉 be in NR-Graph[X ] and H ′=〈LR′, E′, l′, c′, ρ′〉
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be in NR-Graph[X ′]. Then H ∼=φ H ′ if there exist isomorphisms φL : LR →
LR′ and φE : E → E′ such that, calling φ̂ : X∪LR → X ′∪LR′ the isomorphism
induced by φ and φL, for all e ∈ E it holds

– l′(φE(e)) = l(e),
– c′(φE(e)) = φ̂∗(c(e)), and
– ρ′(φE(e)) ∼=φ̂ ρ(e).

Thus isomorphisms preserve the identity of free nodes, but not the one of re-
stricted nodes and edges: this explains why only the identities of free nodes are
depicted in Fig. 1.

2.2 The Algebra for Graphs with Nesting

Even if the graphical representation of a system like the one of Fig. 1 is pretty
intuitive and easy to understand for human beings, it might not be usable, e.g.,
as the input of a verification tool needed to analyse it. On the other hand,
the set-theoretical presentation according to Definition 1 does provide a linear
syntax for such graphs, but it is quite involved, as it emerges from the (partial)
definition given by the graphs G, H and H1 above. The main motivation of the
graph algebra we are going to introduce is to provide a much more compact and
intuitively understandable linear syntax for NR-graphs.

Definition 3 (algebra for graphs with nesting and restrictions, AGN).
The terms of the algebra for graphs with nesting (or nested graphs) are gener-
ated according to the following grammar

G ::= 0 | x : s | b[G](y) | G | G | (ν x : s)G | (μ x : s)G

where x : s is a node, b ∈ B, and y ∈ (X × S)∗ is a list of nodes such that
rnk(b) = τ(y).

Roughly, 0 denotes the empty graph; x : s is a discrete graph with a single node
named x of sort s; b[G](y) is a hyper-edge labelled b, whose tentacles are attached
to nodes y and enclosing the graph G; G | H is the disjoint union of graphs G

and H up to common (free) nodes; finally, (ν x : s)G and (μ x : s)G denote the
graph G after making node x : s not visible from the outside (borrowing nominal
calculus jargon, we say that the node x : s is restricted). An AGN term where
no edge b[G](y) appears is called discrete and usually denoted by D. Recall that
each label b ∈ B has a fixed rank rnk(b) ∈ S∗: we only allow well-sorted graphs,
where for any sub-term b[G](y) we have that the (lists of) sorts of b and y coincide
(as required by the constraint rnk(b) = τ(y) in Definition 3).

Notably, we distinguish two kinds of restrictions: (μ x : s)G is called localised
restriction, meaning that the node x : s resides together with the topmost edges
of G, while (ν x : s)G is called global restriction, meaning that the location of
x : s is immaterial. The key difference is that when a graph is enclosed within an
edge, its globally restricted nodes can traverse up the hierarchy (see axiom A8
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(ν x)G (μ y)G b[G](y, z)

Fig. 2. Restrictions and nesting illustrated schematically

in Definition 5), while this is not the case for locally restricted nodes. When it
is not necessary to distinguish which kind of restriction is considered, we write
(ω x : s) using the wildcard ω ∈ {ν, μ}. An AGN term where global restriction
does not occur is called ν-free. Restrictions (ν x:s)G and (μ x:s)G act as binders
for x : s in G, leading to the ordinary notion of free nodes.

Definition 4 (free nodes). The set of free nodes of an AGN term G, denoted
fn(G), is defined inductively as follows:

fn(0) � ∅ fn(x : s) � {x : s} fn(b[G](y)) � fn(G) ∪ |y|

fn(G | H) � fn(G) ∪ fn(H) fn((ω x : s)G) � fn(G) \ {x : s}

As useful shorthands, we shall write b(y) instead of b[0](y) and b[G] instead of
b[G](): intuitively, the former denotes a plain edge, while the latter denotes a
“floating” box (not anchored to any node). Moreover, we write

∏n
i=1 Gi as a

shorthand for G1 | (G1 | (. . . | Gn) . . .)) and we let (ω y)G stand for the term
(ω y|1)(ω y|2)...(ω y|m)G, where m = #y.

Figures 2 and 3 show the general idea for interpreting the operators of our
algebra. We depict a graph as a large oval (see Fig. 2, top-left), with separated
sectors for free nodes (top sector), globally (ν-) restricted nodes (left sector), top-
level locally (μ-) restricted nodes (right sector) and all other nodes and edges
(central sector). This is exemplified by a schematic graph drawn in Fig. 2, top-
right, with a single edge attached to a few representative nodes (at least one of
each kind, omitting their sorts): let us call it G. The second line of Fig. 2 shows
the graphs (ν x)G (node x is moved from the sector of free nodes to that of
globally restricted nodes), (μ y)G (node y is moved from the sector of free nodes
to that of locally restricted nodes) and b[G](y, z) (free nodes are shared between
the enclosing edge and graph G, globally bound nodes are preserved, localised
nodes are enclosed in the top edge, leaving the right sector empty). Figure 3
shows the parallel composition of two generic graphs, obtained by taking the
union of their free nodes and the disjoint union of all the other elements.
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G H G | H

Fig. 3. Parallel composition illustrated schematically

Example 1. Figure 4 shows some graphs corresponding to simple terms of our
algebra. Starting from top-left and in left-to-right reading direction we find the
discrete graph x : s, the ordinary plain graphs st(x : s, y : s) and G1 � st(x, y) |
st(y, z), the graphs with restricted nodes (ν y)G1 and (μ y)G1, and the graphs
with nesting net[(ν y)G1](z) and net[(μ y)G1](z).

Fig. 4. Simple examples: x :s (top-left), st(x :s, y :s) (top-centre), G1 � st(x, y) | st(y, z)
(top-right), (ν y)G1 (mid-left), (μ y)G1 (mid-right), net[(ν y)G1](z) (bottom-left),
net[(μ y)G1](z) (bottom-right)

The terms of our algebra are too concrete, in the sense that different terms
may intuitively correspond to the same nested graph (for example, the order in
which we list the edges is obviously immaterial in the graph). Next we provide
an axiomatisation equating those terms that define essentially the same graph.

The axiomatisation includes the structural graph axioms of [11] such as as-
sociativity and commutativity for | with identity 0 (axioms A1–A3) and node
restriction binding (A4–A6). It additionally includes axioms to α-rename bound
nodes (A7), an axiom for the extrusion of globally bound, nested nodes (A8)
that marks the distinction between global restriction ν and local restriction μ,
an axiom for making immaterial the addition of a node to a graph where that
same node is already free (A9) and an axiom ensuring that global nodes are not
localised in lower layers (A10).
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Definition 5 (structural congruence ≡A). The structural congruence ≡A
over nested graphs is the least congruence satisfying

G | H ≡ H | G (A1)
G | (H | I) ≡ (G | H) | I (A2)

G | 0 ≡ G (A3)
(ω1 x : s)(ω2 y : t)G ≡ (ω2 y : t)(ω1 x : s)G if x : s �= y : t (A4)

(ω x : s)0 ≡ (ω x : s)x : s (A5)
G | (ω x : s)H ≡ (ω x : s)(G | H) if x : s �∈ fn(G) (A6)

(ω x : s)G ≡ (ω y : s)(G{y:s/x:s}) if y : s �∈ fn(G) (A7)
b[(ν x : s)G](y) ≡ (ν x : s)b[G](y) if x : s �∈ |y| (A8)

x : s | G ≡ G if x : s ∈ fn(G) (A9)
b[x : s | G](y) ≡ x : s | b[G](y) (A10)

where {y:s/x:s} denotes the capture-avoiding substitution of x : s by y : s and
ω, ω1, ω2 range over {ν, μ}.

It is immediate to observe that structural congruence respects free nodes, i.e.,
G ≡A H implies fn(G) = fn(H) for any G, H.

Next statement establishes the soundness and the completeness of the pro-
posed axiomatisation: the proof is based on the results presented in later sections.

Theorem 1. The equivalence classes of terms of algebra AGN modulo ≡A are
in bijective correspondence with the isomorphism classes of NR-graphs.

Proof. The statement will follow from Propositions 2, 3 and 4.

The translation of AGN terms into NR-graphs is sketched above in Figs. 2
and 3. Vice versa, the intuitive way to express a nested graph as an AGN
term is to start writing the discrete term corresponding to the free nodes of the
graph, then to add arbitrary distinct names for the top-level unnamed nodes,
with the corresponding ν- and μ-restrictions, and finally to list all the top-level
edges, properly attached to the available nodes, and with this procedure applied
inductively to the contents of each edge.

To conclude this section, let us show how the proposed algebra meets the goal
of providing a concise and intuitive linear syntax for NR-graphs.

Example 2. The graph G in Fig. 1 corresponds to the following term GG (where
we omit the node sorts, all equal to s)

(ν y)net[ st(x, y) | (μ z1, z2, z3)( st(z3, z1) | st(z1, z2) | st(z2, z3) |
net[ (μ z4)( st(z2, z4) | st(z4, z3) ) ](z2) ) ](y)

2.3 A Normalised Form for Terms of AGN

The axioms we just presented allow us to standardise the term-like representation
of nested graphs, by transforming them into an equivalent normalised form. This
form is not unique in general, but the equivalence among terms in this form can
be characterised precisely by the existence of a structural bijection among them,
as explained below.
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Definition 6 (normalised form). A term G is in normalised form if either
it is 0, or it has the shape

(ν y)(μ z)(
n∏

i=0

xi : si |
m∏

j=0

bj [Gj ](yj) )

where n + m > 0, all nodes in y and z are pairwise distinct, all terms Gj for
j ∈ m are ν-free and normalised themselves and, letting X �

⋃n
i=1{xi : si}, we

have #X = n, fn(G) ∪ |y| ∪ |z| = X, and fn(Gj) = X for all j ∈ m.

Proposition 1 (normalised form). For any AGN term G it is possible to
find a ≡A-equivalent term H in normalised form.

Proof (sketch). Roughly, the normalisation proceeds by first α-renaming all the
restricted nodes so to make them pairwise distinct and also distinct from all
the free nodes (axiom A7). Then all the restrictions are moved towards the top
by applying axioms A4–A6 and A8. Note that while any ν-restriction can reach
the top of the term (by A8), μ-restrictions cannot escape from their enclosing
edge. Then, axioms A9–A10 are used to “saturate” each subgraph with all nodes
available. For this task, we point out that (ω x : s)G ≡A (ω x : s)(x : s | G): in
fact, this property is trivial if x : s ∈ fn(G) (by axiom A9), while otherwise it
follows from

(ω x : s)G ≡A (ω x : s)(G | 0) (by axiom A3)
≡A G | (ω x : s)0 (by axiom A6)
≡A G | (ω x : s)x : s (by axiom A5)
≡A (ω x : s)(G | x : s) (by axiom A6)
≡A (ω x : s)(x : s | G) (by axiom A1)

Finally, we exploit axioms A1–A3 to properly rearrange the order of subgraphs
composed in parallel, according to the shape of the normalised form. ��

Example 3. The graph in Fig. 1 can be written in normalised form as the AGN
term (ν y)( x | y | net[(μ z1, z2, z3)(D′

1 | G′
1)](y) ), where

D′
1 � x | y | z1 | z2 | z3

G′
1 � st[D′

1](x, y) | st[D′
1](z3, z1) | st[D′

1](z1, z2) | st[D′
1](z2, z3) | net[G2](z2)

G2 � (μ z4)( D′
2 | st[D′

2](z2, z4) | st[D′
2](z4, z3) )

D′
2 � x | y | z1 | z2 | z3 | z4

Clearly, the normalised form of a term is not unique, not only because of α-
conversion (axiom A7) but also because of the AC axioms for | (A1 and A2)
and of axiom A4, which allows to switch restrictions of the same type in an
arbitrary way; nevertheless, it can be shown that these are the only sources of
non-uniqueness. In fact, it is tedious but not difficult to prove that two terms
G and H in normalised form are equivalent if and only if they have the same
free nodes, and a suitable partial bijection φ can be established between the
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sets of nodes of their corresponding syntax trees. Quite informally, φ must relate
nodes with corresponding B-labelled boxes and μ- and ν-restrictions, preserving
the nesting w.r.t. B-labelled boxes: essentially it records the permutations that
can be applied to μ- and ν-restrictions of G (using A4) and to B-labelled boxes
(using A1 and A2) in order to transform G into H (up to α-conversion).

The characterisation of the ≡A-equivalence by the existence of a partial bi-
jection is exploited in Section 4 when arguing about the completeness of the
encoding of nested graphs into term graphs.

3 Term Graphs and GS-Monoidal Theories

This section introduces term graphs over a signature Σ as models of the gs-
monoidal theory over Σ, by slightly generalising the main result of [10]: in fact,
we shall consider many-sorted signatures instead of standard one-sorted ones.

Term graphs are defined as isomorphism classes of (ranked) directed acyclic
graphs. Our main concern here is to stress the underlying algebraic structure,
hence the presentation of term graphs slightly departs from the standard defini-
tion. With respect to the way term graphs are defined in the seminal paper [2],
the main differences consist in the restriction to the acyclic case and the handling
of empty nodes. A discussion about the relationship between the categorical and
the traditional definition of term graphs can be found in [10].

Definition 7 (signature). Given a set S of sorts, a signature Σ over S is a
family {Σu,s}u∈S∗,s∈S of sets of operator symbols. For an operator f ∈ Σu,s, we
call u its arity and s its coarity; sometimes we shall denote it as f : u → s.

Definition 8 (labelled graphs). Let Σ be a signature over a set of sorts S.
A labelled (hyper-)graph d (over Σ) is a tuple d = 〈N, E, lN , lE , src, trg〉, where
N is a finite set of nodes, E is a finite set of edges, src : E → N∗, trg : E → N
are the source and target connection functions, and lN : N → S, lE : E → Σ
are the labelling functions, colouring nodes with sorts and edges with operator
symbols. Furthermore, the following conditions must be satisfied

1. the connection functions are required to be consistent with the labelling, i.e.,
for all e ∈ E, lE(e) ∈ Σu,s ⇔ l∗N(src(e)) = u ∧ lN (trg(e)) = s;

2. each node is the target of at most one edge, i.e., for all e1, e2 ∈ E, trg(e1) =
trg(e2) ⇒ e1 = e2.

A node n is empty if there is no edge e ∈ E such that n = trg(e); we shall
denote by N∅ and NΣ the sets of empty and non-empty nodes, respectively (thus
N = NΣ �N∅). A labelled graph d is discrete if E = ∅. A path in d is a sequence
〈n0, e0, n1, . . . , em−1, nm〉, where m ≥ 0, n0, . . . , nm ∈ N , e0, . . . , em−1 ∈ E, and
nk ∈ src(ek), nk+1 = trg(ek) for k ∈ {0, . . . , m − 1}. The length of this path is
m, i.e., the number of traversed edges; if m = 0, the path is empty. A cycle is a
path like above where n0 = nm.

Definition 9 (directed acyclic graphs, dags). A directed acyclic graph or
dag (over Σ) is a labelled graph which does not contain any non-empty cycle.
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Fig. 5. Some sample term graphs

In the next definition we equip dags with some attaching points or interfaces,
which will be used later to define suitable operations on them. We assume that
an arbitrary but fixed signature Σ over a set of sorts S is given.

Definition 10 (ranked dags). A (u, w)-ranked dag, with u, w ∈ S∗ (a dag of
rank (u, w)) is a triple g = 〈v, d, r〉, where d = 〈N, E, lN , lE , src, trg〉 is a dag
with exactly #u empty nodes, v : #u → N∅ is a bijection between #u and the
empty nodes of d, called the variable mapping, and satisfying lN (v(j)) = u|j for
all j ∈ #u, and r : #w → N is a function, called the root mapping, satisfying
lN (r(i)) = w|i for all i ∈ #w.

Two (u, w)-ranked dags g = 〈v, d, r〉 and g′ = 〈v′, d′, r′〉 are isomorphic if there
exists a ranked dag isomorphism φ : g → g′ between them, i.e., a pair of bijections
φN : Nd → Nd′ and φE : Ed → Ed′ preserving connections, labels, roots and
variables in the expected way.

Definition 11 (ranked term graphs). A (u, w)-ranked term graph is an iso-
morphism class T = [g] of (u, w)-ranked dags. We write T u

w to recall that T has
rank (u, w).

Figure 5 illustrates the graphical conventions we use by showing three term
graphs over the set of sorts S = {•, s} and the signature Σ = {nu : ε →
s, mu : • → s, net : • s → •, st : •ss → •}. Nodes are depicted as small circles
and edges as rounded boxes, each with the corresponding label inside, but for
•-labeled nodes which are drawn as black circles. For each edge, the nodes in
its source connection are linked with plain lines coming from above and they
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are ordered from left to right, while a down-going arrow connects an edge to its
target node. Clearly, the connection functions are consistent with the labelling;
for example each edge labeled by st is linked from above to three nodes labeled
•, s and s, in this order. By condition 2 of Definition 8 every node has at most
one incoming arrow.

The outer dashed rounded boxes conceptually represent the interfaces of the
term graphs. The top border, on which all the empty nodes are placed, encodes
the variable mapping: an empty node m is in the i-th position (from left to right)
if and only if v(i) = m. The bottom border depicts instead the root mapping:
each “fake” node on it represents an index, and it is connected with a dashed line
to its image. Therefore the three term graphs G, H and K have rank (•ss, •s),
(•ss, •sss) and (•sss, •s), respectively.

It is fair to notice that these graphical conventions are not standard: in other
papers the direction of arrows is reversed, and/or the drawing is flipped vertically.
Our choice is consistent with a data-flow interpretation of such graphs, where
data flows from top to bottom: every node represents a value that is either
produced along the only arrow pointing to it, or that will become available from
the environment if the node is empty (and thus it is a variable). Each value
“stored” within a node can be used several times along the (possibly dashed)
lines that leave downwards. Each edge processes the inputs coming from above
and produces one result in its target node. The data-flow orientation is the
most appropriate one for presenting the encoding of algebra AGN in Section 4,
following the intuitive drawing of hierarchical structures.

We introduce now two operations on term graphs. The composition of two
ranked term graphs is obtained by gluing the variables of the first one with the
roots of the second one, and it is defined only if they correspond in number and
sorts. The union of term graphs instead is always defined, and it is a kind of
disjoint union where roots and variables are suitably concatenated.

Definition 12 (composition and union of ranked term graphs).
Composition. Let T u

w = [〈v, d, r〉] and T ′w
z = [〈v′, d′, r′〉] be ranked term

graphs. Their composition is the ranked term graph Su
z = T u

w; T ′w
z defined as

[〈ind ◦ v, d′′, ind′ ◦ r′〉], where d′′ is obtained from d � d′, the disjoint union of
d and d′ (component-wise on edges and on nodes), modulo the least equivalence
relation such that r(i) = v′(i) for all i ∈ #w (i.e., by identifying the i-th root of
T with the i-th variable of T ′), and ind, ind′ are the inclusions of d, d′ into d′′.

Union. Let T u
w = [〈v, d, r〉] and T ′x

y = [〈v′, d′, r′〉] be ranked term graphs. Their
union or parallel composition is the ranked term graph Sux

wy = T u
w⊗T ′x

y defined as
[〈v′′, d�d′, r′′〉], where v′′ : #(ux) → N∅�N ′

∅ is defined as v′′(i) = v(i) if i ∈ #u,
and v′′(i) = v′(i−#u) if i ∈ {#u + 1, . . . , #(ux)}; and r′′ : #(wy) → N �N ′ is
defined similarly.

Figure 5 depicts G = H ; K, i.e., the term graph G•ss
•s is the composition of H•ss

•sss

and K•sss•s . The operations of composition and union on ranked term graphs
satisfy various algebraic laws, but we refrain from listing them here because
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(op)
f ∈ Σu,s

f : u → s
(id)

u ∈ S∗

idu : u → u
(bang)

u ∈ S∗

!u : u → ε
(dup)

u ∈ S∗

∇u : u → uu

(sym)
u, v ∈ S∗

ρu,v : uv → vu
(seq)

t : u → v t′ : v → w

t; t′ : u → w
(par)

t : u → v t′ : u′ → v′

t ⊗ t′ : uu′ → vv′

Fig. 6. Inference rules of gs-monoidal theories

they will follow from the result reported in the next section, showing that term
graphs form the initial model of gs-monoidal theories (see Theorem 2).

3.1 GS-Monoidal Theories

As anticipated in the Introduction, inspired by the seminal work on flownomial
algebras in [12], a sound and complete axiomatisation of ranked term graphs has
been proposed in [10]. This result is analogous to the characterisation of (tuples
of) terms over a signature Σ as arrows of the Lawvere theory of Σ, considered
as the free cartesian category generated by Σ.

However, the categorical framework where such results have been proved is
not relevant here, because we are not interested in the details of the proofs, but
just in the axiomatisation itself, which allows us to represent every ranked term
graph as an expression using suitable operators. The properties of such operators
are described by a set of axioms, and the main fact is that equivalence classes of
expressions with respect to the axioms are one-to-one with ranked term graphs.

The expressions of interest are generated by the rules depicted in Fig. 6: they
are obtained from some basic (families of) terms by closing them with respect
to sequential (seq) and parallel (par) composition. By rule (op), the basic terms
include one generator for each operator of the signature: these are the elementary
bricks of our expressions, and conceptually correspond to the hyper-edges of the
term graphs. All other basic terms define the wires that can be used to build our
graphs: the identities (id), the dischargers (bang), the duplicators (dup) and the
symmetries (sym). Every expression t : u → v generated by the inference rules is
typed by a source and by a target sequence of sorts (u and v, respectively), which
are relevant only for the sequential composition, which is a partial operation. The
next definition presents the axioms imposed on such expressions.

Definition 13 (gs-monoidal theory). Given a signature Σ over a set of sorts
S, the gs-monoidal theory GS(Σ) is the category whose objects are the elements
of S∗ and whose arrows are equivalence classes of gs-monoidal terms, i.e., terms
generated by the inference rules in Fig. 6 subject to the following conditions

– identities and sequential composition satisfy the axioms of categories
[identity] idu ; t = t = t ; idv for all t : u → v;
[associativity] t1 ; (t2 ; t3) = (t1 ; t2) ; t3 whenever any side is defined,
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Fig. 7. The term graphs corresponding to the basic arrows of the gs-monoidal theory

– ⊗ is a monoidal functor with unit idε, i.e., it satisfies
[functoriality] iduv = idu ⊗ idv, and
(t1 ⊗ t2) ; (t′1 ⊗ t′2) = (t1 ; t′1) ⊗ (t2 ; t′2) whenever both sides are defined,
[monoid] t ⊗ idε = t = idε ⊗ t t1 ⊗ (t2 ⊗ t3) = (t1 ⊗ t2) ⊗ t3

– ρ is a symmetric monoidal natural transformation, i.e., it satisfies
[naturality] (t⊗t′) ; ρv,v′ = ρu,u′ ; (t′⊗t) for all t : u → v and t′ : u′ → v′

[symmetry] (idu ⊗ ρv,w) ; (ρu,w ⊗ idv) = ρu⊗v,w ρu,v ; ρv,u = idu⊗v

ρε,u = ρu,ε = idu

– ∇ and ! satisfy the following axioms
[unit] !ε = ∇ε = idε

[duplication] ∇u ; (idu ⊗∇u) = ∇u ; (∇u ⊗ idu) ∇u ; (idu⊗!u) = idu

∇u ; ρu,u = ∇u

[monoidality] ∇uv ; (idu ⊗ ρv,u ⊗ idv) = ∇u ⊗∇v !uv =!u⊗!v

A wiring is an arrow of GS(Σ) which is obtained from the rules of Fig. 6
without using rule (op).

Notice that the definition of wiring is well-given, because any operator symbol
introduced by rule (op) is preserved by all the axioms of the theory.

Given the above definition, the main result of [10] is summarised as follows.

Theorem 2 (axiomatisation of ranked term graphs [10]). Let Σ be a
signature over a set of sorts S and let u, v ∈ S∗. Then there is a bijective
correspondence between term graphs over Σ of rank (u, v) and arrows of the gs-
monoidal theory of Σ, GS(Σ), from u to v. In particular, wirings from u to v
are in bijective correspondence with discrete term graphs of rank (u, v).

Just to give a feeling on how the correspondence stated by the theorem works, the
term graph denoted by a gs-monoidal term generated by the rules of Fig. 6 can be
built by structural induction: Fig. 7 shows the ranked term graphs corresponding
to the basic terms introduced by rules (op), (id), (bang), (dup) and (sym),
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assuming that u = x1, x2, · · · , xn and v = z1, z2, · · · , zm; instead, rules (seq) and
(par) correspond to the operations of composition and of union as introduced in
Definition 12. For example, the (equivalence classes of) terms tH � [((∇•⊗ids) ;
(id•⊗ρ•,s) ; (net⊗mu⊗nu))⊗ ids] : •ss → •sss and tK � [(((∇•⊗ids⊗∇s) ;
(id• ⊗ ρ•,ss ⊗ ∇s)) ⊗ ids) ; (st ⊗ ((id•s ⊗ ρs,s) ; ((st ;!•) ⊗ ids)))] : • sss → •s
denote, respectively, the term graphs H and K from Fig. 5, while G corresponds
to tH ; tK .

In the following we shall assume that ⊗ has precedence over ;, hence in the
example above we can write for example tH � [(∇•⊗ ids ; id•⊗ρ•,s ; net⊗mu⊗
nu) ⊗ ids] : •ss → •sss, omitting several brackets.

An easy corollary of Theorem 2, that we will need later on, states that each
wiring of GS(Σ) denotes a suitable sort-preserving function.

Corollary 1. Let u, v ∈ S∗. Then the wirings of GS(Σ) from u to v are in
bijective correspondence with the set of functions {k : #v → #u | u|k(i) =
v|i for all i ∈ #v}.

In fact, each wiring from u to v denotes a discrete term graph of rank (u, v),
which is uniquely determined by its root function.

4 From AGN Terms to Term Graphs

In this section we define a translation from the terms of the algebra AGN
introduced in Section 2 to equivalence classes of terms of the gs-monoidal theory
of a suitable signature, and therefore, by Theorem 2, to term graphs over that
signature. Disregarding for the moment the technical details, the intuition behind
the translation is quite simple: the nesting of edges is rendered in a term graph
by a tree-like structure made of nodes of a special sort, representing locations;
free nodes are mapped to variables; and each restricted node is encoded as the
target node of a special constant.

As a first step, we introduce the signature over which the term graphs obtained
by the translation of the terms of AGN are defined.

Definition 14 (signature Σ•
B). Given the set of sorts S• = S∪{•}, assuming

that • �∈ S, the signature Σ•
B over S• is defined as follows

Σ•
B = {b : •, rnk(b) → • | b ∈ B} ∪ {νs : ε → s, μs : • → s | s ∈ S}

Intuitively, each box label b ∈ B corresponds to an operator symbol, having as
arity the rank of b preceded by •, and • as coarity. The new sort • has a special
role in our encoding, because it represents the locations in a graph with nesting.
An edge labelled with the operator b will be connected (by its first source) to the
node representing the location where it lies, and it will “offer” a new location
(the target connection), conceptually corresponding to its interior. Furthermore,
the signature includes the operator symbols νs and μs for each sort s: these
will be connected through their target connection to the node they restrict; μs
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additionally has one source of type •, which matches with the intuitive definition
of “localised restriction”.

A term G of the algebra AGN has a set of
free nodes fn(G) which are used as an interface
to the environment, as seen in Section 2. Instead,
the “interface” of a term graph is a pair of lists
of sorts, forming its rank. Each term G will be
translated to a term graph having an empty list
of roots, and a linearisation of the free nodes of
G as variables (as exemplified in the figure on
the right): therefore the translation is paramet-
ric w.r.t. an assignment, i.e., a function which
assigns a positional index to each free node of
the term.

A generic term G of AGN as

a term graph (with fn(G) =

{x1 : s1, · · · , xn : sn})

Definition 15 (Assignment). An assignment is a function σ ∈
⋃

n∈N
{f : n →

X×S | f is injective}. An assignment σ : n → X×S for a given n ∈ N is uniquely
determined by a list of nodes without repetitions (because it is injective), namely
σ(1), σ(2), . . . , σ(n): we shall often represent it this way and write x : s ∈ σ as a
shorthand for x : s ∈ img(σ), the image of σ.

In the following, by τ(σ) we denote τ(σ(1), σ(2), . . . , σ(n)), i.e., the sequence of
sorts of the nodes in img(σ). Furthermore, for a given list of nodes y ∈ (X ×S)∗

and an assignment σ such that |y| ⊆ img(σ), we let kσ
y : #y → #σ be the

function such that kσ
y (i) = σ−1(y|i) for all i ∈ #y.

Definition 16 (Encoding AGN into gs-monoidal terms). Let G be a term
of AGN over sorts S, box labels B and names X , and let σ = x1 : s1, . . . , xn : sn

be an assignment. We say that �G�σ is well-defined if fn(G) ⊆ img(σ); in this
case, �G�σ is a term graph of rank ((•, τ(σ)), ε) over the signature Σ•

B, defined
by structural induction as follows (recall that ⊗ has precedence over ;)

– �0�σ = [!•,τ(σ)] : •, τ(σ) → ε

– �x : s�σ = [!•,τ(σ)] : •, τ(σ) → ε

The encodings �0�σ and �xi : si�σ, graphically,

assuming σ = x1 : s1, . . . , xn : sn and i ∈ n.

– �b[G](y)�σ = [id• ⊗ ∇τ(σ) ; (id• ⊗ wir(k) ; b) ⊗ idτ(σ)] ; �G�σ : •, τ(σ) → ε,
where the gs-term wir(k) : τ(σ) → rnk(b) is any representative of the
wiring uniquely determined (according to Corollary 1) by the function k �
kσ

y : #rnk(b) → #σ defined above (see also Fig. 8)

– �G|G′�σ = [∇•,τ(σ)] ; �G�σ ⊗ �G′�σ : •, τ(σ) → ε
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�b[G](y)�σ

�G|G′�σ

�(ν x : s)G�σ

�(μ x : s)G�σ

Fig. 8. The encoding of the terms of algebra AGN, graphically

– �(ν x : s)G�σ = [id•,τ(σ) ⊗ νs] ; �G{y:s/x:s}�σ,y:s : •, τ(σ) → ε
where y : s = fresh

G
(x : s, σ)

– �(μ x : s)G�σ = [(∇• ; id• ⊗ μs) ⊗ idτ(σ)] ; �G{y:s/x:s}�y:s,σ : •, τ(σ) → ε
where y : s = freshG(x : s, σ)

In the last two rules, fresh
G
(x:s, σ) is a function returning x:s itself if x:s �∈ σ, and

returning a fresh s-sorted node (not appearing neither in σ nor in G) otherwise.
Notice that �0�σ and �x : s�σ are defined in the same way, but the first is defined
for any σ, while the second one is defined only if x : s ∈ σ.

Our first main result shows that the encoding is sound w.r.t. the equivalence
≡A, i.e., that ≡A-equivalent AGN terms are mapped to the same term graph.
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Theorem 3 (soundness). Let G and H be two terms of algebra AGN over
sorts S, box labels B and names X such that G ≡A H. Then, for any assignment
σ: 1) �G�σ is well-defined iff �H�σ is such; 2) �G�σ = �H�σ when well-defined.

Proof (sketch). Item 1) follows by the fact that G ≡A H implies fn(G) = fn(H).
To prove item 2), one should show that each axiom A1–A10 from Definition 5

is preserved by the encoding, i.e., that the encoding of the left-hand side of each
axiom can be proved equal to the encoding of the right-hand side by exploiting
the axioms of gs-monoidal theories (see Definition 13). Note that for axioms
A4–A7 one has to consider separately the cases for ν and μ. The detailed proof
is omitted for space constraints. ��

The second main result of this section states that the encoding is complete w.r.t.
the equivalence ≡A, i.e., that any two AGN terms mapped to the same term
graph must be ≡A-equivalent.

Theorem 4 (completeness). Let G and H be two terms of algebra AGN
over node sorts S, box labels B and variables X . If for all assignments σ it holds
�G�σ = �H�σ, then G ≡A H.

Proof (sketch). Let us assume, without loss of generality, that terms G and H

are in normalised form, and that for all assignments σ it holds �G�σ = �H�σ.
Then they must have the same free nodes, because if fn(G) �= fn(H), then it
is immediate to find a σ for which only one between �G�σ and �H�σ is defined,
contradicting the hypothesis. Next, taken a generic σ such that fn(G) ⊆ img(σ),
it can be shown that the rules for the encoding � �σ induce a suitable partial
bijection between the nodes of the syntax tree of G and the edges of the term
graph �G�σ (see also Fig. 8). Since �G�σ = �H�σ, these partial bijections can be
composed obtaining a partial bijection between the nodes of G and those of H,
which allows us to conclude that they are ≡A-equivalent, by the considerations
at the end of Section 2.3. ��

We conclude this section by showing in Fig. 9 the term graph �GG�σ, obtained by
applying the encoding of Definition 16 to the NR-graph of Fig. 1 (see Example 2
for the defining expression of GG), with substitution σ = {x : s}. Because of
layout constraints, the term graph is rotated counter-clockwise, exposing the
variable mapping on the left border.

5 From Term Graphs to Graphs with Nesting

In this section we prove that there is a one-to-one correspondence between the
term graphs obtained by encoding terms of the algebra AGN and the NR-graphs
introduced in Section 2: this will conclude the proof of Theorem 1.

The first point we address is whether or not the encoding presented in the
previous section is surjective, i.e., if any term graph in GS(Σ•

B) is the image of
some term of the algebra AGN (for some σ). As our encoding maps to term
graphs of rank (•u, ε) only (with u ∈ S∗), the answer is clearly negative in
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Fig. 9. The term graph �GG�σ (see Example 2 and Fig. 1)

general. However, even if we restrict to consider term graphs of rank (•u, ε),
where u ∈ S∗, the mapping is not surjective. The crucial fact is that the scoping
discipline of μ-restriction restricts the visibility of a locally restricted node x : s
in such a way that it cannot be used from edges outside the one where (μ x : s)
appears, but such a node scoping discipline has no counterpart in term graphs.

Example 4. Let us consider the algebra for our running example of
network systems. Then for the term graph t � [∇•⊗ids ; id•⊗(net ;
μs ; ∇s) ; st ; !•] : • s → ε (see the figure to the right) there is
no AGN term G such that �G�x:s = t. In fact, among the natural
candidates: the term net[(μ y)st(y, y)](x) would be encoded as [net ;
∇• ; id•⊗(μs ; ∇s) ; st ; !•] with st lying “under” net (and not being
a “sibling” of net like in t); the term net(x)|(μ y)st(y, y) would be
encoded as [∇• ⊗ ids ; (∇• ; id• ⊗ (μs ; ∇s) ; st ; !•) ⊗ (net ; !•)]
with net and st siblings, but the restriction appearing “outside” net
(and not “inside” net, as in t); the term net[(μ y)0](x)|st(y) would
have y : s as a free node.

The above counterexample suggests that the algebra AGN can serve to charac-
terise exactly those term graphs with well-scoped references to nodes. These are
defined as follows.

Definition 17 (well-scoped term graphs). Let T = [〈v, d, r〉] be a term graph
of rank ((•, τ(σ)), ε) over the signature Σ•

B, with d = 〈N, E, lN , lE , src, trg〉. We
say that T is well-scoped if for all e ∈ E, for all n ∈ src(e), if there exists e′ ∈ E
such that n = trg(e′) and lE(e′) = μ, then src(e′) is on a •-path (i.e., a path
where all nodes are of sort •) from src(e)|1 to v(1).

Informally, this means that in a well-scoped term graph, every edge referring to
a locally restricted node n must lie inside the location where n is restricted.
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Proposition 2 (AGN terms and well-scoped term graphs). Given a set of
sorts S, a set of ranked labels B and a set of variables X , for each assignment σ =
x1 : s1, . . . , xn : sn there is a one-to-one correspondence between the equivalence
classes w.r.t. ≡A of AGN terms with free names in {x1, . . . , xn} and well-scoped
term graphs of rank ((•, τ(σ)), ε) over signature Σ•

B.

Proof (sketch). By structural induction it is possible to show that the result of
the encoding of Definition 16 is a gs-monoidal term corresponding to a well-
scoped term graph; furthermore, by structural induction on the gs-monoidal
normal form of well-scoped term graphs, it can be shown that every well-scoped
term graph can be obtained as the result of the encoding of a suitable AGN
term. By Theorem 3 the encoding is consistent with ≡A-equivalence classes, and
by Theorem 4 it is injective on term graphs. ��

Well-scoped term graphs can be considered just as an alternative, graphical rep-
resentation of NR-graphs, where the nesting is represented by a tree of locations,
i.e., the •-sorted nodes. Formally, this relationship is captured by the next defi-
nition and the following result.

Definition 18 (from term graphs to NR-graphs). Let T = [〈v, d, r〉] be a
term graph of rank ((•, τ(σ)), ε) over signature Σ•

B, with d=〈N, E, lN , lE, src, trg〉.
For a •-sorted node n ∈ N , let NRG(n) be the NR-graph defined as NRG(n)

= 〈LR, D, l, c, ρ〉, with

– LR = {trg(e) : s | e ∈ E ∧ src(e)|1 = n ∧ lE(e) = μs}
– D = {e ∈ E | src(e)|1 = n ∧ lE(e) ∈ B}
– l(e) = lE(e) for all e ∈ D
– c(e) = u when src(e) = •u, for all e ∈ D
– ρ(e) = NRG(trg(e)) for all e ∈ D.

Furthermore, let NR(T ) = 〈FN, GR,NRG(v(1))〉, with

– FN = {v(i) : lN (v(i)) | 1 < i ≤ #τ(σ)}
– GR = {trg(e) : s | e ∈ E ∧ lE(e) = νs}.

Proposition 3 (correctness of the encoding). In the hypotheses of Defini-
tion 18, NR(T ) is a NR-graph if and only if T is well-scoped. Furthermore, the
encoding does not depend on the choice of 〈v, d, r〉 in the equivalence class T (in
the sense that the same NR-graph is obtained, up to isomorphism).

Proof (sketch). By Definition 1 the main fact to prove is that in every NR-graph
inside NR(T ) the edges are connected only to available external nodes, i.e.,
either to global nodes, or to those locally restricted in an enclosing edge. But
this is exactly the property ensured by being well-scoped. ��

An encoding in the opposite direction, from NR-graphs to well-scoped term
graphs, can be defined as well, but it requires more care. In fact, the naive
approach of “flattening” the nested structure of the NR-graph by rearranging
all its nodes and edges in a single structure might not work, because locally
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restricted nodes or edges in different sub-graphs could have the same identity.
Therefore starting with an NR-graph G, one should first obtain an isomorphic
G′ with all node and edge identities distinct, and then one can proceed with the
flattening. We do not present here the technical details of this construction, but
we state its existence, and that it is inverse to NR.

Proposition 4 (from NR-graphs to term graphs). There exists an encod-
ing T G such that if σ is an assignment and G is an NR-graph with free nodes in
img(σ), then T G(G, σ) is a well-scoped term graph of rank ((•, τ(σ)), ε). Further-
more, for each well-scoped term graph T of rank ((•, τ(σ)), ε), T G(NR(T ), σ) =
T , and for each NR-graph G with free nodes in img(σ), NR(T G(G, σ)) ∼= G.

Note that the equality is strict in T G(NR(T ), σ) = T , because the NR-graph
NR(T ) obtained from T has all nodes and edges distinct by construction,
whereas the equality is only up to isomorphism in NR(T G(G, σ)) ∼= G because
T G may involve the renaming of some nodes and edges.

6 Towards an Enhanced Modelling Framework

In the previous sections we presented the main technical results, which can be
summarised by the following diagram, already presented in the introduction.

AGN(S, B)/≡A� �

Sec. 4
��

�� �� NR-Graphs over (S, B)� �

Sec. 5
��

GS(Σ•
B) ��

[10]
�� Term Graphs over Σ•

B

Therefore we established a one-to-one correspondence between AGN terms up
to equivalence, and well-scoped term graphs and NR-graphs up to isomorphism.
In this section we first discuss how the relationship with term graphs can be
exploited to enrich the visual framework of NR-graphs with a notion of rewriting
and with existing analysis techniques. Next we discuss possible generalisations
of the proposed framework

6.1 On Rewriting NR-Graphs

In order to equip our models with behavioural specifications, a natural way is to
look for a suitable notion of graph transformation over NR-graphs. For example,
one could consider the following transformation rule, intended to model the fact
that two local sub-networks can be merged into a single one, which will include
the contents of both.
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Clearly, one should formalise this notion of rule, as well as its operational
meaning, i.e., when it can be applied to a given NR-graph and what the result
is. For example, one should clarify the meaning and the role of the variables Y
and Z, which are intended to denote the whole content of an edge.

The one-to-one correspondence with term graphs, for which a notion of rewrit-
ing is well-understood, can be helpful in this respect. For example, we can trans-
late the left- and the right-hand side of the rule into term graphs, and we can
introduce a third term graph in the middle and two morphisms in order to relate
the items that have to be preserved, obtaining the double-pushout rule

Quite naturally, through this translation the variables correspond to •-labelled
nodes, i.e., to locations. This encoding of NR-graph rules into term graph rules
can be exploited directly by lifting the definition of term graph rewriting to NR-
graphs, or can be used to check the consistency of an original notion of rewriting
over NR-graphs. In both cases, it provides a direct link to the rich theory of
concurrency and parallelism developed for the algebraic approaches to graph
transformation, as well as to the verification techniques developed for them [1]:
how far these results can be applied to NR-graphs and their transformations is
a subject of future work.

6.2 Edges with Inner Rank: From Term Graphs to GS-Graphs

The distinguishing feature of NR-graphs is the fact that edges are regarded as
containers of nested subgraphs. A natural generalisation of this idea would be to
equip each edge also with a sorted inner interface: while the ordinary “outer in-
terface” is induced by the nodes where the box is attached to, the inner interface
would introduce a dual view of local nodes provided by the edge to the nested
graph. Such an inner interface could be partly modelled using μ-restriction, but
with two main differences: 1) the sorting of the inner interface would be fixed
at the signature level, while μ-restricted nodes of any sort can always occur
inside a box; 2) the order of nodes provided by the inner interface would be
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fixed, while μ-restrictions can commute thanks to axiom A4. For example, by
equipping each edge with an inner interface having the same rank of the outer
interface would provide a straight modelling of modules (each edge) with formal
parameters (the nodes provided by the inner interface) and actual parameters
(the nodes attached to the outer interface), the correspondence between actual
and formal parameters being implicit in the sorting of outer and inner interfaces.
Inner interfaces can also be handy for encoding polyadic input prefixes of process
calculi, where the input variables are just local place-holders for the values to
be received dynamically upon communication.

At the level of AGN syntax, this generalisation would correspond to introduce
an inner rank for each b ∈ B and to introduce terms like b[z.G](y), where z are
the nodes provided by the inner interface of b, whose sorting must match the
inner rank of b. At the level of axiomatisation, the nodes provided by the inner
interface should be α-convertible (z acts as a binder in b[z.G](y), with scope G)
and correspondingly extended versions of axioms A8 and A10 should be given
with suitable side-conditions (the notion of free nodes should also be updated).

At the level of the encoding in gs-monoidal theories, this would correspond
to move from signatures to hyper-signatures, where operators f ∈ Σu,w with
u, w ∈ S∗ are allowed. Interestingly enough, gs-monoidal theories are quite stable
and such an extension is seamless, as no additional axiom is required. This is not
the case for term graphs, that are tailored to ordinary signatures. This could be
annoying, because while we have seen that gs-monoidal theories over ordinary
signatures play for term graphs the role played by Lawvere theories for ordinary
terms (i.e., they neatly emphasise the essential algebraic structure underlying
the set-theoretical presentation of term graphs), the gs-monoidal syntax itself
can be hard to follow without the corresponding drawings, even for small terms
(see for example Definition 16).

Nevertheless, in the case of hyper-signatures we can resort to consider an
alternative model to term graphs, called gs-graphs [15], that is defined in terms
of concrete (multi-)sets of assignments. More precisely, two kinds of assignment
are allowed in gs-graphs: a proper assignment has the form x′

1 : s′1 . . . x′
k : s′k :=

f(x1 : s1, . . . , xh : sh) (for f ∈ Σs1···sh,s′
1···s′

k
), while an auxiliary assignment has

either the form x′ : s := x : s (aliasing) or !(x : s) (name disposal). Given a set of
assignments A, when a name appears in the left member of an assignment we
say that it is assigned, when it appears in the right member we say that it is
used and write x : s �A x′ : s′ if A contains an assignment where x : s is used
and x′ : s′ is assigned (meaning that, to some extent, x′ : s′ depends on x : s).
Like term graphs, also gs-graphs come equipped with top and bottom interfaces:
implicitly, the top interface is given by all names that are used but not assigned
in A (called leaves in [15]), while the bottom interface contains all names x′ : s′

assigned via an aliasing x′ :s := x :s in A (called roots). Each interface is ordered
according to a fixed total order ≤ on sorted names.

A gs-graph A is valid if it satisfies all of the following: (1) every name is
assigned at most once in A; (2) the transitive closure �+

A of �A is acyclic;
(3) every x′ : s such that x′ : s := x : s belongs to A is a maximal element of �+

A;
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(4) for each name n not assigned in A (exactly) one disposal !(n) is present in
A; (5) for each name n assigned in A no disposal !(n) can be present in A. Then
it can be shown that valid gs-graphs on the hyper-signature Σ (taken up to the
intuitive notion of isomorphism induced by any injective name substitution that
respects the total ordering ≤ on the names in the interfaces) are the arrows of
the freely generated gs-monoidal category GS(Σ).

In summary, we are confident that the results of the previous sections can be
generalised seamlessly by allowing edges with an inner rank in NR-graphs and
in the terms of the algebra, and by exploiting gs-graphs rather than term graphs
for the encoding.

7 Related Works

As recalled in the Introduction, graphs are widely used in Computer Science
for a visual, intuitive representation of systems and models of any kind. Several
notions of hierarchical graphs have been introduced along the years in various
areas, often as a useful structuring mechanism to cope with the modelling of
systems of realistic size. One of the earliest proposals are Harel’s higraphs [18],
used first for modelling database structures and next as a basis for statecharts.
Several other such models have been proposed since then, for modelling database
systems, object-oriented systems and hyper-media applications, among others
(see, e.g., the recap in Section 7 of [9]).

In the realm of Graph Transformation Systems, the use of hierarchical graphs
dates back to Pratt [21], who used them to represent data structures of pro-
gramming languages. Several other models have been proposed since them, till
the most recent and elaborated ones in [13,9]. The graphs of [13] share with our
NR-graphs the fact that subgraphs are encapsulated in (hyper-)edges, but they
do not allow arcs to cross edge boundaries. The approach of [9] is instead much
more general than ours, because they provide separated representations of a sys-
tem (given by a “flat” graph) and of its hierarchical structure (an acyclic graph),
relating them with a “connection graph”. Both these approaches will be sources
of inspiration for the definition of graph transformation over our NR-graphs, but
none of them provides an algebraic presentation.

More closely related to our proposal, and at the same time direct sources of
inspiration for us, are some graph formalisms developed for modelling process
calculi. They range from the several approaches based on flat graphs (see, e.g.
[16]), with which we share the modelling of name restriction ν, to Milner’s bi-
graphs [20]. Basically, a bigraph is given by the superposition of two graphs,
representing the locality and the connectivity structure of a system, respectively,
having the nodes in common. In our words, the first specifies the hierarchical
structure of the system, while the second the naming topology. So, we do be-
lieve that the two approaches have essentially the same expressiveness, even if
a precise comparison goes beyond the scope of this paper. It is worth noting,
nevertheless, that the two approaches are in a sense dual to each other: bigraphs
represent locations of a system as nodes (instead of hyper-edges) and names
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as hyper-edges (instead of nodes): when designing our modelling framework we
preferred to introduce the notion of NR-graph rather than to stick to bigraphs,
because NR-graphs allow for a more intuitive representation of systems and have
a much simpler definition w.r.t. bigraphs. During the revision of the present pa-
per, we learned that an algebra for bigraphs has been proposed in [17]: we intend
to study the precise relationship between this algebra and ours, to understand if
the greater complexity of the former is balanced by a greater expressive power.
Moreover, the algebra given in [17] is “fine-grained” and closer to the gs-monoidal
algebra than to the AGN algebra, hence we think the result in this paper is an
important step for relating NR-graphs and bigraphs.

Concerning the axiomatisation, several (sound and complete) axiomatisations
of various families of graphs exist, and each of them provides a suitable linear syn-
tax for the corresponding graphs. Most of the axiomatisation explicitly address
node sharing, possibly following the seminal work on flownomial algebras [12].
It is not possible to mention here all the contributions to this field, but it seems
noteworthy that all these structures, including the one discussed in Section 3
and proposed in [10], can be seen as enrichments of symmetric monoidal cate-
gories, which thus reasonably provide the basis for the description of distributed
environments in terms of wire-and-box diagrams: see the survey [22] and the
meta-formalism in [4].

Finally, it is worth stressing that the AGN algebra and the corresponding
NR-graphs are very close to the algebra introduced in [7], whose semantics is
defined set-theoretically over a suitable domain of hierarchical graphs with in-
terfaces. Besides presenting a few technical differences (the hyper-edges of the
algebra of [7] also offer an inner interface, like the one discussed in Section 6.2;
edges without a nested graph are treated differently; there is only one type of
(localised) restriction, and the extrusion of restricted names is handled with
optional axioms) a formal encoding of that algebra into term graphs is not avail-
able yet, but should not be difficult with the formal background presented here.
Instead, that algebra has been used in [5,6,7] to encode several process calculi
featuring sophisticated notions of nesting and of restriction (including the π-
calculus [19], Sagas [8], and CaSPiS [3], among others).

8 Conclusion and Further Works

In this paper we presented a simple model of hierarchical graphs featuring nest-
ing of subgraphs within hyper-edges and two kinds of restrictions of nodes, which
are suited for representing in a direct way a wide class of systems and models.
In order to provide a linear, term-like syntax for such graphs, an axiomatisation
has been proposed, the main result being that such axiomatisation is sound and
complete. The result was proved by encoding such nested structures (both the
algebra and the graphs) into a simpler model (term graphs) where the nesting is
represented explicitly with a tree of locations, and by exploiting an existing ax-
iomatisation of term graphs as gs-monoidal theories. Finally possible extensions
of the presented framework are sketched, including the definition of a notion of
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rewriting over nested graphs, and the generalisation of the graphical model to
allow for edges with inner interfaces.

As topics of future research, besides those just mentioned we intend to clarify
the formal relationship between our NR-graphs and Milner’s bigraphs [20], and
of our algebra with the one recently proposed in [17]. In parallel to this, we
intend to test the adequacy of our modelling framework by encoding suitable al-
gebraic formalisms (typically process calculi), which would automatically obtain
a graphical representation, as well as visual modelling formalisms, for which we
could obtain a handy linear syntax.
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